Nick Murray - Data Product Design at Salesforce

The following screenshots showcase my work at Salesforce from 2019-2021. For any
questions or other materials, please don’t hesitate to contact me directly:

nicholasdmurray@gmail.com
(917)-386-3609
http://nickm.io

Horizon Analytics - My Team at Salesforce

Our team delivers internal data products to thousands of infrastructure planners, executives,
and engineers to ensure that Salesforce, its acquisitions, and any customer-developed apps
function seamlessly in the cloud.
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Predictive intelligence at scale

“Horizon provides capacity planning the critical insights =

required to support our customers as we continue to scale.”

— Dan Harrington, Capacity Planning

“Timely insights from Horizon's capacity forecasts help

k analysis

Salesforce avoid related incidents and preserve trust.”
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Granular data exploration

Iterative forecasting
Cost optimization
Scenario assessment
Customer insights

- Steve Bobrowski, CRM Systems Infrastructure
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“We leverage Horizon to ingest, aggregate, and persist

metrics that are relevant to org migration.”
— Xiaodan Wang, Org Migration Scale Experience the advantage

of enhanced speed, data integration, reliability, and retention
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monthly active user  infra cost savings, ~ patents pending M T

increase, FY20 FY20 to date 1,000+ forecasts Exploration & forecasting Visibility on infra

at 89.5% accuracy for our top 1,000 orgs costs & revenue
On the Horizon
o Enhanced Core predictive capabilities & planning tools /><7 Alation Data Catalog { Horizon : Api }
o Commerce & Marketing Cloud capacity management Ready-made, documented 10+ integrated data sources
big data queries at your fingertips

0 LRP, Cost, and Org-Level insights
Last updated Feb 2020

Team showcase infographic by Nick Murray, Feb 2020
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Falcon Cost Explorer - Actively Managing Cloud Infrastructure Costs, Jan 2021

Purpose: Enable engineers in partnership with finance professionals to proactively grow the
cost-efficiency of our cloud infrastructure fleet.
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Mote: Cost for the current month and latest 30 days includes an estimation of our corporate discount. The actual discount
arrives in the beginning of the following month,
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Cost Intel - Anomaly Detection within Falcon Cost Explorer, Feb 2021
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Cost Alerting Wireframe v1

Horizon Navbar

This is a tab in our existing
Daily Cost Dashboard
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Falcon Data Hub
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| User Guide
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alerts in view. Includes pre-—’[ Min S amount
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daily total cost

Filters match daily cost
dashboard. They apply
to anomalies table

Based on rankings we
generate. Assists users who
may not yet know what $
amounts or % changes in
cost they're interested in yet

Breakdown defaults to FD
& Service, speaking to the
budget tracking use case.
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User-Driven Metrics: Foundation

anomalies table to filter all
charts

Software-Driven Metrics: Foundation

Anomaly Details

Was this useful? |

Purpose: Interface to communicate relevant cost anomalies, & their impact on FD-level budgets. ‘User Driven' and ‘Software Driven' metrics
designed to support decisions on how to respond to any observed anomalies

K. Wakim's suggestion, a
quick feedback mechanism
to hone our alerting sysem

-
View by (® Total cost () Growth rate (%)
R N Breakdown defaults to FD,
Foundation Cost, Daily Total: 12/19 - 12/23 as this is the level at which
Event Window Quarterly Budget budgets are set.
(0
g
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Dec 19 Dec 20 Dec 21 Dec 22 Dec 23 as Service Owners will be
. . curious of their
Cost By Service, Daily Total, Foundation contribution to overall FD
Event Window budget (Finance)
% +—
%
(=]
o
Dec 19 Dec 20 Dec 21 Dec 22 Dec 23
Expand to view
Av4 contextual data.
Purpose is to aid root
cause analysis and
inform next steps.
v P

(EF, KW) (e.g.
Snoopy)



LRP Builder - Long Term Infrastructure Build Planning, Jul 2020

Purpose: Enable executives and capacity planners to run infrastructure build scenarios, to
support the development of our infrastructure long range plan (LRP).
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Automated Release Regression Analysis, Feb-March, 2020

Purpose: Enable performance engineers at Salesforce to monitor the impact of new
software releases on our infrastructure fleet, informing real-time performance tuning efforts.
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Dynamic Modelling across Date Windows
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Sherlock - Anomaly Detection and Triage, Dec-Jan, 2020

Purpose: Enable capacity planners to detect, triage, and take action on any customer
and/or software driven anomalies occurring across our fleet of infrastructure.

S h e rl OC k The anomaly detective,
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Falcon Migration Explorer - Scenario Forecasting for Effective Customer
Migration, Jun 2020

Purpose: Enable executives and capacity planners to effectively tweak, run, and review
forecasted customer migration scenarios, to support the smooth transition of our users to
more efficient, reliable cloud environments.

Falcon Migration Explorer (Beta)
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Falcon Migration Explorer (Beta)
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Voyager - Managing Customer Cloud Migration, Nov 2019

Purpose: Enable customer-centric engineers to effectively manage the migration of
Salesforce customers to new cloud infrastructure of ever increasing performance, security,

and reliability.
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Maintenance window: 10/12/20 - 5:00AM - 8:00AM GMT.

Data updated 10/06/20



Pending Scheduled

MOM  All Date Range Start

MOM Performance Summary

Cumulative Impact

147 months

Executed

11/01/18 & End

Historic TTR & Cost Savings

Summary

10/31/19

B Cuml. TTR increase (months)

[ Cuml. Infra cost savings ($)

v 3 s
© Fleetwide TTR Increase E &
o 3 H
S : 3
b— £ 8
[=4
$16.2M :
Total Infra Cost Savings
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Overall Migration Success  Historic MOM Size and Success Rate Success [l Rolback [ Optout ( Rescheduled
Org level &
W Rollback o —
o Successfully 128 (0.35%) z ] ] —
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‘MOM App’ for planning and scheduling MOMs

Three Views

Source View

- Select Sources to remediate
- Review projected impact to any Source
- Edit org lists provided by OME, or upload them manually

- For any Source, edit org list, and re-run OME to finalize
targets

User Journey

Start

Select Sources to include in MOM

- Run OME to produce org lists, and select targets

l Sources
look
okay?
Review projected impact to Source Pods/Cells

Projected Source impact unacceptable?
OR

Edits required to org lists?

Edit org lists at the source level, Run .
<

o

Target View

- Review projected impact to any individual Target. OME
handles all Target selection

- Edit incoming org list, Target configuration, and migration
thresholds. Re-run OME to propagate changes.

- Review org list migrating to any individual Target

Review Target impact

Click any . to view the associated wireframe.

MOM Event View

- Read only review of aggregate impact across

Sources and Targets

- Make any necessary edits from Source and Target

VIEWS

- When satisfied, schedule MOM.

Targets look okay?

Projected Target impact
unacceptable?

Tweak target configuration, org list, and migration
thresholds. Re-run OME to propagate changes.

Issue with any Target?

Review MOM Event

- High level view of projected impacts

to all Sources, Targets

- Final review before scheduling MOM

Issue with
any
Source?

OME to propagate changes

MOM looks
okay overall?

Schedule MOM



Horizon Navbar

View by O MOM Event O Target @ Source

EU1S

+ Add Source

Total Migrating Orgs: 11,231

User generated, though Total AOV: $2.45M
ultimately will be
automated in OME
Includes OrglDs, and
migration dates. OME
generates targert for each
org. Replace by uploading —» Org List
new list and re-running

OME.

TTR: 1 mo

Determines forecast
date range in time
series to the right

4|-‘D Forecast end date
Generated automatically Pending MOMs
based on org list (org list

. N . # Orgs MOM Date

includes migration

dates) 2,342 12/24]20
1,465 01/19/20
4,561 03/02/21

in Made in InVision

Next MOM Date: 12/24/20

Target

southapl
southapl
southapl

Binding TTR Metric: App CPU %

%o Util

Purpose: Define MOM Sources, run OME to select Targets. Edit org lists based on OME output. User can: Edit org list migrating
from each source, edit forecast date range, add a source, and re-run OME. Thresholds only editable from the Target’ view

[ Date Range ] [ Substrate ] [ MOM ID ]

c Run OME for all Sources

B New Org List (.csv)

Static chart, unaffected by
user input to forecast date
range. Becomes multi-line
chart in cases with more
than one binding metric

Expand to view full org list

Starting with binding TTR
metric, more detailed
charts, additional details
TBD. X axes update based
on user inputs to forecast

-
12/24/20 1/19/21 3/2/21 had ~
Threshold @ e
—
I
._——-——__._________,__-—'-_'
B B B B B B Last Updated:
Dec 20 Jan 21 Feb 21 Mar 21 Apr 21 May ‘21 11/10/2020 - 1:00PM GMT
ownload Org List (.csv) v
—
App CPU %: <Forecast Date Start> - <Forecast Date End>
12/24]20 1/19/21 3/2/21
= Threshold
s [— /
& _—
—
date range
Dec ‘20 Jan 21 Feb 21 Mar 21 Apr'21 May 21 Jun ‘21 Jul“21
DB CPU %: <Forecast Date Start> - <Forecast Date End>
12/24/20 1/19/21 3/2/21
= Threshold
o — /
——
—
Dec ‘20 Jan 21 Feb 21 Mar 21 Apr‘21 May 21 Jun 21 Jul ‘21
DE Size: <Forecast Date Start> - <Forecast Date End>
12/24/20 1/19/21 3/2/21
= Threshold
— /
——
—
®
Dec ‘20 Jan 21 Feb 21 Mar 21 Apr‘21 May 21 Jun ‘21 Jul 21



<+

Horizon Navbar

Org list edits can take
place here, as well as in
the Source view

Resembles FME's ‘Cell
Config’ and Threshold

config’ menus. Any targets

with unique
configurations relative to
the rest of the target list
will be flagged (in the
target list).

Generated automatically
based on migration
dates included in org list.

Back to o Target View
Flow

View by O MOM Event @ Target O Source [ Date Range

] [ Substrate

] (momm ]

Set config parameters for all Targets Fs-

hap-1
southap Binding TTR Metric: DECPU % M MOM1 W MOM 2

12/24/20 1/19/21 3/2/21

MOM 3
Total Migrating Orgs: 9,432

Threshald

Run OME for all Targets

MOM 4

B Mew Org List (.csv)

Purpose: Review targets according to binding TTR metrics, edit target configuration, migration thresholds, and incoming org list. User can: Edit
migration thresholds, edit cell/pod configuration, edit incoming org list, edit forecast date range, and re-run OME

Static chart, unaffected by
user input to forecast date
range. Becomes multiple
charts (scrollable) in cases
with more than one binding
metric

Total AOV: $1.86M
TTR: 6 mo

Yo Util

\

Next MOM Date: 12/24/20

S

i

Last Updated:

Dec ‘20 Jan 21 Feb ‘21 Mar 21 Apr 21 May '21 R e TR GO
Org List B Download Org List (.csv) | W
Forecast end date

DB CPU % EMOM1 M MOM2 [ MOM3  MOM&
Endldata 12/24/20 1/19/21 31211 Threshold
=
&
Target Config v
Dec 20 Jan 21 Feb 21 Mar 21 Apr 21 May ‘21 Jun 21 Jul 21
Threshold Config v
App CPU % EMOM1 MMOM2 [ MOM3  MOM&
" 12/24/20 1/19/21 3/2/21
Pending MOMs - 241 119} 12 Threshold
#Orgs MOM Date Source ;
1,465 01/19/20  EU1S Dec 20 Jan 21 Feb 21 Mar 21 Apr ‘21 May ‘21 Jun 21 Jul*21
4,561 03/02/21  EU11
DB Size (TB) B MOM1 [ MOM2 MOM 3 MOM &
12/24/20 1/19/21 3/2i21 Threshold
=
e ——

Dec 20 Jan 21 Feb ‘21 Mar ‘21 Apr‘21

Jun 21 Jul 21

May ‘21

Expand to view/edit
full org list

Starting with binding TTR
metric, more detailed
charts, additional details
TBD. X axes update based
on user inputs to forecast
date range



-«
Back to
Flow

Horizon Navbar

Affects the post MOM TTR
Summary, and the forecasts
provided at the source/
target level below it. View is
almost entirely read only.
No ability to edit org lists
(this happens from the
Source view). No ability to
edit thresholds/cell config
(this happens from the
Target view)

Click to link to source in

0 MOM Event View

viewby (® MoM Event () Target () Source

v1-101219 - 1P to Falcon
# Migrating Orgs: 14,322
Total AOV: $3.58M

Min (source) TTR: 1 mo

Org List

Forecast end date

> (G

app'’s Source view

v

Purpose: High Level ‘Cattle View' for review before scheduling MOM. Read Only. User can only edit forecast
date range, and schedule MOM. All other edits happen on source or target views

[ Date Range ] [ Substrate ] [ MOM ID ]
Pre-MOM M Sources | Targets  Post-MOM (Forecast)
] 2
3 3
g g
1723 4 ' 56" 1723 4 '5 6 Lot Undiated
TR TR h st Updated:
(months) (months) 11/10/2020 - 1.00PM GMT  Expand to view full org list
Read only. Edit via Source
B Download Org List (csv)| N s
Post MOM TTR Summary (Forecast) A
Source-Level TTR Target-Level TTR A herd of cattle. Click any
Click a Pod/Cell to filter the source list below. Click to a Pod/Cell to filter the target list below. podicell to filter the Target
Pods Cells Cells list below

Sources

Search

EU10
21 opt outs

Current

AppCPU (%)
DB CPU (%)
DB Size (TB)

ASM Stor, (TB) | 105 |

TTR (mo) 4

Same for the source list,
click any Pod/Cell to filter
the list below

~ Targets A
Sort by v Search Q Sort by v
Click to link to target in
P app’s Target view

+/-15% AppCPU (%) - +/-15%
+/-15% DB CPU (%) - +[-15%
+/-15% o6 size (18) |G > +[-15%
+/-15% ASM Stor. (TB) - > +/-15%
+1-15% TTR (mo) - > +/-15%




